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ABSTRACT
The proliferation of mobile applications (app) over the past decade
has imposed unprecedented challenges on end-users privacy. Apps
constantly demand access to sensitive user information in exchange
for more personalized services. These—mostly unjustifiable—data
collection tactics have raised major privacy concerns among mobile
app users. Such concerns are commonly expressed in mobile app
reviews, however, they are typically overshadowed by more generic
categories of user feedback, such as app reliability and usability.
This makes extracting user privacy concerns manually, or even
using automated tools, a challenging and time-consuming task. To
address these challenges, in this paper, we propose an effective
unsupervised approach for summarizing user privacy concerns in
mobile app reviews. Our analysis is conducted using a dataset of
2.6 million app reviews sampled from three different application do-
mains. The results show that users in different application domains
express their privacy concerns using domain-specific vocabulary.
This domain knowledge can be leveraged to help unsupervised
automated text summarization algorithms to generate concise and
comprehensive summaries of privacy concerns in app review col-
lections. Our analysis is intended to help app developers quickly
and accurately identify the most critical privacy concerns in their
domain of operation, and ultimately, alter their data collection prac-
tices to address these concerns.

CCS CONCEPTS
• Security and privacy → Privacy protections; • Software and
its engineering→ Requirements analysis.
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1 INTRODUCTION
Mobile apps are designed with a set of user goals in mind. A user
goal can be described as any abstract objective that the system
under consideration should achieve [69]. For example, the goal of
Sharing Economy apps (e.g., Uber and Airbnb) is to foster social
capital and economic growth in resource-constrained communi-
ties [19, 45] while the goal of Health&Fitness apps is to promote
healthy lifestyles among children and adults [16, 72]. However,
driven by fierce market competition, app developers frequently de-
viate from their original goals. These deviations often come in the
form of extreme privacy-invading tactics, such as constant location-
tracking [39], unsolicited data collection [3, 71], or features that are
intentionally engineered to lure users into sacrificing their privacy
in exchange for more personalized experiences [1, 57].

Apps that do not adequately address their users’ privacy con-
cerns are often deemed untrustworthy or even abandoned by their
users [22, 32, 55]. Therefore, in order for apps to survive market
selection, app developers must constantly monitor their users’ feed-
back and adjust their data collection strategies accordingly [36].
Users commonly communicate their feedback with app developers
through textual app reviews [14, 20, 27, 47]. General-purpose review
mining techniques, such as text classification and topic modeling,
have been extensively used to classify such feedback into different
types of actionable software maintenance requests [12, 25, 37, 43,
56, 63]. However, due to their sparsity and domain dependency,
privacy concerns are frequently misclassified or under-recognized
by these techniques [47]. For example, users of ridesharing apps
(e.g. Uber and Lyft) might complain about the constant tracking of
their location, while users of investing apps (e.g., Robinhood and
Coinbase) might raise concerns about sharing their social security
or bank information with the app. Such domain-specific feedback
can be easily missed in the presence of more dominant categories
of technical concerns (e.g., app crashing). Consequently, a one-size-
fits-all approach may not be suitable for detecting privacy concerns
across all application domains.

To address these challenges, in this paper, we propose a new
unsupervised approach for summarizing privacy concerns in the
mobile app market. Our approach is based on the assumption that
privacy concerns are domain-specific. Therefore, leveraging the
vocabulary that is commonly used by app users to express their
privacy concerns in a specific domain can help generic text sum-
marization algorithms generate more concise and representative
summaries of these concerns. Our approach is evaluated using a
large dataset of user reviews sampled from the domains of mental
health, investing, and food delivery apps. Our long-term goal is to
help app developers identify the critical privacy concerns in their
domain of operation, alter their data collection practices to mitigate
these concerns, and ultimately, survive user selection.

https://doi.org/10.1145/3551349.3561155
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The remainder of this paper is organized as follows. In Section 2,
we motivate our research. In Section 3, we describe our subject
domains and experimental dataset. In Section 4, we present our
procedure for extracting privacy keywords from app reviews. In
Section 5, we propose a novel algorithm for summarizing privacy-
relatedmobile app reviews. In Section 6, we discuss our key findings.
In Section 7, we address the main limitations of the study. Finally,
in Section 8, we conclude the paper and describe our future work.

2 BACKGROUND AND MOTIVATION
Privacy in the mobile app market has received significant attention
from the research community over the past decade. However, re-
cent systematic reviews have revealed that the majority of existing
literature is focused on detecting privacy policy violations and pre-
venting data leaks, while less attention has been paid to mining
end-users’ privacy concerns [20].

Earlier evidence on extracting privacy concerns in the mobile
app market can be found in Khalid et al. [36]. The authors man-
ually examined and classified thousands of one and two-star app
reviews to get a better sense of end-users’ complaints and their
impact on app ratings. The analysis revealed that reviews including
complaints about privacy-invading practices were often associated
with the most negative impact on ratings. In another study, McIlroy
et al.’s [47] qualitative analysis of 7,000 user reviews revealed that
close to 17% of examined reviews raised privacy concerns. These
concerns were expressed using more varied language than other
types of technical issues.

Ciurumelea et al. [14] used iterative content analysis to develop a
taxonomy of actionable issues inmobile app reviews, including com-
patibility, usage, resources, pricing, and privacy. In a more recent
work, Hatamian et al. [27], proposed MARS, a tool for summariz-
ing privacy-related mobile app reviews and classifying them into
a set of predefined security threats, including spyware, phishing,
and spam. Informative reviews were detected based on a keyword
catalog seeded with the initial keywords: privacy and security. This
catalog was iteratively expanded with more privacy-related key-
words using word frequency analysis. Extracted keywords were
then used to tune different text classifiers. MARS was able to clas-
sify 2,412 privacy-related reviews with a recall and precision of
91.30% and 94.84% respectively.

Besmer et al. [6] analyzed a massive dataset of mobile app re-
views collected over the period of four years. The results showed
that reviews that contained complaints about app privacy had lower
star ratings and more negative sentiment than other reviews. The
results also showed that users found privacy-related reviews to be
more helpful than others. In another study, Mukherjee et al. [52]
identified privacy-related app reviews using a generic set of privacy-
related keywords. The authors found that only 0.5% of reviews were
related to end-user security and privacy. Nguyen et al. [54] also
used a set of 102 generic keywords to extract potential security and
privacy concerns from 2,583 Google Play apps. A manual analy-
sis of 4,000 reviews of these apps showed that 14% of them were
either privacy or security-related. The authors also reported that
preceding privacy reviews were a significant factor in predicting
privacy-related app updates.

In summary, the majority of existing work employs generic text
classification and NLP-based methods for detecting privacy con-
cerns in mobile app reviews [46]. However, the results largely indi-
cate that these generic solutions often struggle to capture domain-
specific privacy concerns. For instance, supervised classification
techniques rely on the presence of manually generated ground-
truth datasets. Thus, these techniques are constrained to a single
rubric of predefined categories [25, 37, 56]. Consequently, specific
categories related to user privacy can be easily missed in the ground
truth data. Unsupervised topic modeling techniques, such as La-
tent Dirichlet Allocation (LDA) [9], have also been applied to ex-
tract privacy information from app store reviews [30]. However,
such techniques do not perform well with small, unstructured, and
semantically-restricted text such as user reviews [8, 28, 70, 74].

Existing work has also revealed that users often express their
privacy concerns using more varied language than other techni-
cal issues [47]. Consider for example the following three reviews
selected from the domains of mental health, investing, and food de-
livery apps. The word Facebook clearly indicates a privacy concern
in the mental health domain. However, in food delivery, the same
word is used to express an issue related to customer support, while
in the investing domain the word is used to express an issue related
to user registration.

• Mental Health: “Won’t even let me sign up after collecting
all of my Facebook data, just stole my identity.”

• Investing: “I got zero response back. I even blasted their
Facebook but got nothing.”

• Food Delivery: “It doesn’t recognize my facebook account
so I can’t even register for this.”

Motivated by the limitations of existing work, in this paper, we
propose an unsupervised approach for summarizing user privacy
concerns in the mobile app market. We initially describe a system-
atic method for extracting privacy-related vocabulary from three
different application domains. Extracted vocabulary is then lever-
aged to generate concise and comprehensive summaries of privacy
concerns in app reviews.

3 DATA COLLECTION
Our underlying assumption in this paper is that app users express
their privacy concerns using different terminology that is directly
related to their apps’ specific functionality. To verify this assump-
tion, we collected a large-scale dataset of user reviews from three
different application domains: mental health, food delivery, and
investing. Investing apps have become increasingly popular in re-
cent years due to the increasing interest in cryptocurrency trading.
Zero-commission trading fees and continuous media coverage have
brought in millions of new first-time traders. For example, one of
the most popular investing apps, Robinhood, reported that close to
6 million new users joined the platform in 2021 [60]. Similarly, the
domain of food delivery has experienced massive growth during the
past two years. In particular, the demand for food delivery services
has significantly increased due to the COVID-19 pandemic. For
example, the four major food delivery apps - DoorDash, UberEats,
GrubHub, and Postmates have all reported a significant increase in
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revenue generated during the lock-down order of 2020 [65]. This
global health crisis has also led to a significant spike in the number
of active users of mental health apps. People frequently resorted to
these apps as a safer and inexpensive alternative to help them cope
with the mental consequences of social isolation, unemployment,
and economic hardships [15, 41].

To collect reviews from these three different domains, we iden-
tified the top-100 apps in the categories of Finance (investing),
Food&Drink (food delivery), and Health&Fittness (mental health)
on Google Play and the Apple App Store. Apps that met the follow-
ing criteria were included in our dataset:

• For an app to be included in our analysis, we only considered
apps with 10,000 reviews or more. This number of reviews
was necessary to include only popular and well-established
apps. We lowered this number to 5,000 for mental health
apps as apps in this category do not get as many reviews.

• For the Finance category, banking “all-in-one” apps were ex-
cluded as the majority of these apps did not provide investing
services. For Food&Drink, specific restaurant delivery apps,
such as Papa John’s Pizza & Delivery official app, were also
excluded as they did not operate as independent delivery ser-
vices. In the Health&Fitness category, physical health apps
that did not explicitly support mental health were excluded.

After examining the top-100 apps in each category, eight invest-
ing, five mental health, and five food delivery apps were included.
For each of these apps, we collected all textual reviews available
on the Apple App Store and Google Play using Python web scrap-
ers. Overall, 696,073, 1,708,831, and 204,374 reviews were collected
for our set of investing, food delivery, and mental health apps re-
spectively. The distribution of these reviews over apps is shown in
Table 1.

4 EXTRACTING PRIVACY VOCABULARY
In this section, we empirically examine our assumption that privacy
concerns in mobile app reviews are expressed using domain-specific
vocabulary.

4.1 Privacy Term Extraction
Our analysis is conducted over low-rating (one and two stars) re-
views in our dataset. These reviews are more likely to contain user
complaints or useful feedback than high-rating reviews [29, 36, 47].
In total, 385,951, 511,032, and 43,647 reviews from the domains
of investing, food delivery, and mental health are included in our
analysis. Table 1 shows the total number of 1-2 star reviews for
each app in our dataset.

Fig. 1 describes our indicator term (keyword) extraction process.
The goal of our analysis is to generate a catalog of terms and phrases
that signal privacy-related issues in different application domains.
To generate such a catalog, we follow a systematic iterative process
of word generation. We begin our analysis by seeding the catalog
with the words privacy, private, and security [54]. These words
are then used as search queries to locate potential privacy-related
reviews in our dataset. The first iteration of the search returned 187,
753, and 629 reviews for the apps in themental health, investing, and
food delivery domains respectively. Each review is then manually
examined by three judges to locate any other keywords (unigrams

940,630
reviews

Initial
keywords: 
"privacy" 
"private" 
"security"

Retrieve matching
reviews 

Identify privacy-
related reviews

Generate  
sample

Search
reviews

Final keywords

New
keywords?

> 300
reviews?

Yes

No

Yes

No

Search reviews

Figure 1: Our privacy keyword extraction procedure.

or bigrams) that are likely to be indicative of privacy issues. Each
judge has to answer the questions: does this review raise any form
of privacy concern? And if so, what keyword(s) in the review are
indicative of such concerns? All judges hold professional degrees
in software engineering as well as have an average of 6+ years
of experience in app development. A pilot labeling session was
held before running the actual analysis to explain the process and
address any concerns. Terms generated after the first round are
then used to retrieve the second set of reviews. Basically, any review
that contained any of the identified keywords and did not appear
in previous searches is included in the search results. This process
is repeated until saturation, or no more new keywords are found.

Notice that several keywords retrieved a large number ofmatches.
For instance, the word location returned 10,829 reviews for the
apps in the food delivery domain. Examining such a large number
of reviews manually can be an exhaustive and error-prone task.
Therefore, for such large sets, we only examine a statistically repre-
sentative stratified sample of reviews. A sample size of 300 reviews
is sufficient to maintain at least a 95% confidence level. Among
the identified keywords, only nine of the keywords retrieved more
than 300 reviews and needed the sampling phase. At the end of
this process, 26 unique privacy-related keywords or phrases (e.g.
personal info) were extracted from our dataset. These keywords are
listed in Table 2. The table also shows the total number of reviews
retrieved in each domain as well as the number of reviews that are
privacy-related.

4.2 Keyword Analysis
Our keywords extraction process generated 26 unique privacy-
related keywords. In Table 3, we show the percentage of privacy-
related reviews that are retrieved by each of our keywords in each
application domain. We use Chi-square (𝜒2) to test for statistical
significance in these results. Our null hypothesis (𝐻0) is that there is
no difference in the percentage of privacy-related reviews retrieved
by each privacy keyword between all domains. The alternative
hypothesis (𝐻1) is in favor of the dependency between the domain
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Table 1: The number of user reviews extracted (1-2 stars) for each app in our dataset.

Investing Food Delivery Mental Health
App Reviews App Reviews App Reviews
Robinhood 451,016 (325,534) UberEats 748,584 (265,713) Calm 106,181 (22,983)
Acron 76,761 (15,954) DoorDash 598,513 (122,857) Headspace 78,989 (16,376)
Stash 40,385 (10,683) GrubHub 223,566 (63,776) Sanvello 8,554 (698)
ETrade 15,807 (9,297) Postmates 107,564 (53,579) Talkspace 5,054 (2,928)
Fidelity 50,224 (9,034) Seamless 30,604 (5,107) Shine 5,596 (662)
TD Ameritrade 30,369 (8,973)
Schwab 14,988 (4,596)
Personal Capital 16,523 (1,880)
Total 696,073 (385,951) Total 1,708,831 (511,032) Total 204,374 (43,647)

Table 2: The results of our indicator keyword extraction process, showing the number of reviews retrieved by each keyword at
each round in each domain along with the number of privacy-related reviews (shown in parenthesis) identified.

Round Keywords Mental Health Investing Food Delivery
1st privacy, private, security 187 (140) 753 (291) 629 (183)
2nd personal info, permission, user data, facebook, patient info, bank statement, bank login, credit

card, SSN, social security
869 (200) 1,805 (586) 1,402 (289)

3rd camera, microphone, GPS, location, job history, birth 45 (11) 595 (165) 905 (39)
4th driver license, real name, last name, imei, identification info, email 303 (40) 366 (16) 359 (4)

Total 1,404 (391) 3,519 (1,058) 3,295 (515)

and the keywords, in other words, the recall of different keywords
when retrieving privacy-related reviews is significantly dependent
on the domain. Since we have two variables (privacy-related and
non-privacy-related) and three groups (domains), the degree of
freedom of our test is set to 2 = (2 − 1) ∗ (3 − 1). Given this degree
of freedom and the confidence levels of 0.001, 0.01, and 0.05, 𝜒2
critical values are set to 13.816, 9.210, and 5.991, respectively. 𝐻0
will be rejected if the 𝜒2 value is larger than the critical values.
The last column of Table 3 shows the chi-square test results and
the confidence level for each keyword. The results show that, for
the majority of domain-specific keywords, we can reject 𝐻0 with a
confidence level of at least 0.05.

The results also show that the number of privacy-related reviews
retrieved by the generic keywords (e.g., privacy, security, etc.) is
not dependent on the application domain. Most of the reviews that
contain the keyword private are not necessarily privacy-related. For
instance, in the food delivery domain, only 23% of the reviews that
contain this keyword raise privacy concerns, commonly appearing
in reviews such as, “I live on first floor first apt in a private building.”
The same observation holds for other keywords that are frequently
associated with privacy in the literature, such as camera, security,
and permission. For example, users in the food delivery domain
use the keyword permission to complain about their orders being
canceled without their permission.

In general, the majority of our identified keywords are domain-
specific. For example, the phrase “last name” appears as one of
the main privacy-indicator terms in the mental health domain. All
reviews (100%) that contain “last name” in this domain are privacy-
related. However, in the food delivery and investing domains, less
than 10% of reviews that contain “last name” are privacy-related.
We also observe that some keywords are more domain-specific than
others. For example, the term “driver’s license” appears frequently

in the privacy-related reviews of investing apps. Users are mainly
complaining about apps asking for photocopies of their driver’s
license, such as, “why do they need pictures of both sides of my driver’s
license, they already verified my bank account and who do they share
this information with?” However, none of the reviews that contain
this keyword in the food delivery domain is privacy-related. In
general, customers of food delivery apps use “driver’s license” to
ask questions about working for the app, such as, “Can I work for
this app if my driver’s license was out of state?” or complain about
drivers, such as, “I don’t think my delivery kid has a driver’s license.”

The results also show that some keywords are good signals
of privacy issues only in two domains, but are mainly associated
with false positives in the third domain. For example, the keyword
“GPS” is almost always associated with privacy-related issues in the
domains of investing and mental health. Users in these domains fre-
quently use this keyword to express concerns about apps tracking
their location. However, in the food delivery domain, users have
no issue with delivery apps demanding access to their location to
get their food delivered to their exact address. In general, despite
their very common occurrence in the reviews of food delivery apps,
keywords such as GPS and location are not indicative of privacy
concerns in this domain, mainly appearing in reviews such as, “only
two restaurants for my location. horrible!” or “the driver needs to
update their GPS to the new map.”

4.3 Keyword Co-occurrence Analysis
We observed while labeling the data that domain-specific keywords
tend to co-occur in privacy-related reviews. For example, in the
review “it asks for your first and last name, email address and
facebook account. I did not feel comfortable sharing personal infor-
mation”, a privacy concern of using a particular mental health app
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Table 3: The percentage of privacy-related reviews in the re-
views retrieved by each keyword in each application domain.
The significance of word × domain dependency is measured
using Chi-square (𝜒2), ∗𝑝 ≤ 0.05, ∗∗𝑝 ≤ 0.01, ∗∗∗𝑝 ≤ 0.001

Keyword Invest. Mntl. Health Food Deliv. 𝜒2

microphone 93% 0% 40% 15.76∗∗∗

social security / SSN 52% 14% 15% 13.68∗∗

identification info 100% 0% 25% 6.36∗

bank login 11% 0% 0% 37.35∗∗∗

birth 26% 9% 0% 82.67∗

camera 23% 0% 11% 15.38∗

driver license 35% 0% 0% 1.5
credit card 4% 1% 3% 6.25∗

email 2% 13% 0% 59.11∗∗∗

facebook 15% 23% 2% 29.55∗∗∗

last name 10% 100% 4% 6.54∗

private 30% 55% 23% 15.8∗∗∗

job history 0% 100% 0% -
imei 0% 100% 0% -
patient info 0% 100% 0% -
location 29% 44% 0% 102.73∗∗∗

GPS 100% 100% 1% 132.66∗∗∗

privacy 94% 98% 67% 4.93
personal info 71% 100% 94% 5.18
user data 100% 100% 50% 0.84
security 19% 19% 7% 1.92
permission 4% 27% 3% 3.18

is expressed using four indicator terms, “last name”, “email”, “face-
book”, and “personal info”. To further examine this observation, we
calculate the Normalized Pointwise Mutual Information (NPMI) be-
tween the set of privacy indicator terms extracted from our dataset.
NPMI is an information-theoretic measure of information overlap,
or statistical dependence, between two words [11]. Formally, NPMI
between two words𝑤1 and𝑤2 can be measured as the probability
of them occurring in the same text versus their probabilities of
occurring separately. Assuming the collection contains N reviews,
PMI can be calculated as:

𝑁𝑃𝑀𝐼 (𝑤1,𝑤2) =
log2 (

𝐶 (𝑤1,𝑤2 )
𝑁

𝐶 (𝑤1 )
𝑁

𝐶 (𝑤2 )
𝑁

)

−𝐶 (𝑤1,𝑤2 )
𝑁

=
log2 (

𝑃 (𝑤1,𝑤2 )
𝑃 (𝑤1 )𝑃 (𝑤2 ) )

−𝑃 (𝑤1,𝑤2)
(1)

where 𝐶 (𝑤1,𝑤2) is the number of reviews containing both𝑤1 and
𝑤2, and 𝐶 (𝑤1) and 𝐶 (𝑤2) are the numbers of reviews containing
𝑤1 and 𝑤2 respectively. NPMI is normalized using the negative
log-transformed count of the number of times 𝑤1 and 𝑤2 appear
together. If𝑤1 and𝑤2 are frequently associated, the probability of
observing them together will be much larger than the chance of
observing them independently. This results in NPMI > 0. If there is
no relation between𝑤1 and𝑤2, then the probability of observing𝑤1
and𝑤2 together will be much less than the probability of observing
them independently (NPMI < 0).

The results of our NPMI co-occurrence analysis are shown in
Fig. 2. The figure shows the semantic distance between our key-
words projected on a 2D map. In the mental health domain, “email”,
“last name”, “GPS”, and “Facebook” commonly co-occur together in
privacy reviews. These keywords retrieved the highest percentage
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Figure 2: The NPMI distance between extracted privacy-
related keywords from our different application domains.

of privacy-related reviews in the mental health domain (Table 3).
Similarly, the keywords “SSN”, and “bank statement” commonly
co-occur in the privacy reviews of investing apps. We further ob-
serve that keywords from different application domains seem to be
standing at the same semantic distance from the seed “privacy”.

In summary, our analysis in this section provides evidence that
the keywords used by app users to express their privacy concerns
are domain-specific. Such keywords are largely derived from the
features of the app and its operational characteristics. While some
keywords may provide a strong signal of privacy concerns in one
domain, they may not be indicative of privacy issues in other do-
mains. We also observe that domain-specific privacy-indicative
keywords tend to frequently co-occur together in app reviews. In
the next section, we show how such insights can be leveraged to
generate concise summaries of privacy concerns in mobile app
review collections.

5 REVIEW SUMMARIZATION
The first phase of our analysis has revealed that users’ privacy
concerns in mobile app reviews are commonly expressed using
domain-specific vocabulary. Therefore, a one-size-fits-all approach
for detecting privacy concerns across different application domains
in the app store is destined to fail. This problem is further aggra-
vated by the fact that privacy concerns are sparse, only appear in
a small percentage of reviews, and are frequently overshadowed
by more dominant categories of user feedback, such as concerns
about the app’s reliability (e.g., reporting bugs) or usability (e.g.,
requesting features) [6, 36, 52]. These limitations hinder the ability
of supervised learning techniques (e.g., text classifiers) to detect
privacy-related reviews as sparse categories of data can be easily
missed in the training dataset. The problem also severely affects
unsupervised topic modeling techniques, such as LDA, where gen-
erated topics are naturally representative of dominant themes in
the data [67].

To work around these limitations, in this section, we propose
and evaluate an unsupervised domain-specific approach for sum-
marizing privacy concerns in the mobile app store. Our approach
leverages domain knowledge to point our summarization approach
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toward the most prevalent privacy concerns in user reviews. Timely
detection and handling of such concerns can be critical for app sur-
vival as recent evidence has shown that privacy-related reviews
are commonly accompanied by negative sentiment and low rat-
ings [6, 17, 36].

5.1 Text Summarization
The goal of summarization techniques is to capture the underlying
dominant themes in a text corpus (source text) and represent them
as cohesively and concisely as possible, in other words, to gener-
ate meaningful summaries [35, 40]. In the context of app reviews,
automated summarization techniques are used to assimilate the
perspectives of a large number of users to bring app developers’
attention to any pressing issues that need to be addressed in future
releases [33]. Summarization techniques can be either extractive
or abstractive. Abstractive techniques aim to construct novel de-
scriptions of the main ideas in a source text. Extractive techniques,
however, group together specific key sentences and keywords from
the source text to generate a concise summary of the text. Abstrac-
tive techniques are commonly known to be more sophisticated as
lexical parsing and paraphrasing are needed to generate novel and
meaningful summaries [26]. Therefore, they are known to perform
better when applied to semantically rich text, such as scientific doc-
uments or news articles. However, user reviews are short and often
expressed using informal and semantically restricted jargon [13, 64],
making extractive techniques more effective in this context.

In general, extractive summarization techniques leverage the
frequencies of individual words to estimate their importance to the
source text [26]. The likelihood that a sentence from the source
text will be considered as a representative summary is positively
correlated to the average perceived importance of its words [35]. In
semantically restricted text collections (e.g., user reviews), where
individual text artifacts are short, the importance of words can be
determined using a technique such as Hybrid TF.IDF [31]. TF.IDF
consists of two components, Term Frequency (TF) and Inverse
Document Frequency (IDF). TF is the raw frequency of a word
in a document and IDF is an indicator of how much information
this word provides. For a collection of short texts, Hybrid TF.IDF
modifies the TF of words by dividing their frequency by the number
of unique words in the entire text collection (𝑁 ). This modification
is necessary when dealing with user reviews as the probability
of individual words occurring multiple times in a single review
is relatively low. Formally, the Hybrid TF.IDF of a word𝑤 can be
computed as:

𝐻𝑦𝑏𝑟𝑖𝑑𝑇𝐹 .𝐼𝐷𝐹 (𝑤) = 𝑓 (𝑤, 𝑅)∑
𝑓 (𝑤, 𝑟 ) × log

|𝑅 |
𝑑 𝑓 (𝑤) (2)

where 𝑓 (𝑤, 𝑅) is the term frequency of the word𝑤 in all reviews,∑
𝑓 (𝑤, 𝑟 ) is the total number of unique words in the review collec-

tion, 𝑅 is the total number of reviews in the collection, and 𝑑 𝑓 (𝑤)
is the number of reviews that contain𝑤 .

Given the above assumptions, Hybrid TF.IDF—as an extractive
summarization technique—first calculates the importance of indi-
vidual reviews as the average of their individual words’ Hybrid
TF.IDF values. The algorithm then selects the top 𝐾 most important
reviews as summaries. To control for redundancy, before a review
𝑟𝑖 is added to the summary, the algorithm makes sure that 𝑟𝑖 does

not have a textual similarity above a certain threshold with the
reviews already in the summary. The textual similarity between
two reviews can be calculated as the cosine similarity between their
TF.IDF vectors.

5.2 Privacy Review Summarization
Extractive summarization techniques work well for online text cor-
pora [59]. However, due to their reliance on words’ frequencies,
sparse themes in the data tend to be either missed or underrep-
resented in the summary. To work around these limitations, we
alter Hybrid TF.IDF in two ways. First, we adjust the weight of
privacy indicator keywords in each domain to the maximum Hy-
brid TF.IDF value calculated for the domain. For example, after
removing English stop-words and performing lemmatization, the
maximum Hybrid TF.IDF calculated in the entire set of reviews
for the mental health apps in our dataset is equal to 0.022. This
weight is assigned to the list of privacy indicator keywords (Table 3)
identified for this domain, including “Facebook”, “IMEI”, “patient”,
“location”, “email”, “GPS”, “last name”, and “real name”. The same is
applied to the privacy-indicator words identified for the investing
domain and the food delivery domain. In addition, the generic cata-
log seeds (“privacy”, “private”, and “security” ) are also assigned to
the same maximum weight in each domain.

The second adjustment is related to the way redundancy is con-
trolled in the summary. To minimize the probability of retrieving
reviews raising similar concerns, we enforce a similarity threshold
calculated using the word embeddings of reviews. For a highly
ranked review (based on its average Hybrid TF.IDF score) to be
added to the summary, it has to stand at a specific minimum se-
mantic distance from other reviews already in the summary. This
distance is calculated in classical Hybrid TF.IDF using the cosine
similarity between the TF.IDF vectors of reviews. However, relying
on the textual similarity between reviews can lead to information
loss. Word embeddings can overcome this problem by relying on
the meaning of reviews rather than their lexical structure.

In our analysis, we use GloVe to calculate the word embeddings
of individual reviews. GloVe [58] is a popular word embedding
model that uses the similarities between words as an invariant to
generate their vector representations. In general, word embeddings
represent individual words in a corpus using multi-dimensional
vectors of numeric values that are derived from the intrinsic sta-
tistical properties of the corpus. GloVe initially constructs a high
dimensional matrix of words co-occurrence. Dimensionality reduc-
tion is then applied to the co-occurrence count matrix of the corpus.
By applying a matrix factorization method on the count matrix, a
lower dimension matrix is produced, where each row is the vector
representation of a word. To conduct our analysis, we converted
the list of pre-processed tokens in each user review into a vector
of word embeddings using the pre-trained model of GloVe. We
then used the generated word embeddings to represent the review.
Word collection embeddings can be computed using operations on
word vectors, such as their unweighted averaging/summation [50],
Smooth Inverse Frequency (SIF) [2], and Doc2Vec [38, 62]. In our
analysis, we used the simple unweighted averaging method to ob-
tain an embedding for each review in our dataset [2, 61]. Averaging
word vectors has been proven to be a strong baseline for paragraph
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representation, especially in cases when the order of words in the
text is unimportant [34]. Algorithm 1 describes our privacy-concern
summarization approach.

Algorithm 1 A description of our summarization algorithm.
1: for review 𝑟𝑖 in 𝑅 do ⊲ R : reviews in the collection
2: for word 𝑤𝑗 in 𝑟𝑖 do
3: if 𝑤𝑗 ∈ privacy_keywords then ⊲ is 𝑤𝑗 an indicator keyword?
4: 𝑤𝑗 .weight =𝑚𝑎𝑥_𝑡 𝑓 _𝑖𝑑 𝑓 ⊲ increase the weight
5: else
6: 𝑤𝑗 .weight = Hybrid.TF.IDF(𝑤𝑗 ) ⊲ calculate Hybrid.TF.IDF
7: end if
8: 𝑟𝑖 .total += 𝑤𝑗 .weight ⊲ sum up words weights
9: end for
10: 𝑟𝑖 .weight = 𝑟𝑖 .total / |𝑟𝑖 | ⊲ calculate review 𝑟𝑖 weight
11: end for
12:
13: 𝑅′ = 𝑅.sort(DES) ⊲ sort reviews based on their Hybrid TF.IDF
14: 𝑆 = {𝑟0} ⊲ add the top ranked review to the summary
15: 𝑐𝑜𝑢𝑛𝑡 = 1 ⊲ review length
16:
17: for 𝑟𝑖 in 𝑅′ do
18: if GloVe.similarity(𝑟𝑖 , 𝑆) < 𝜆 then ⊲ 𝜆: similarity threshold
19: 𝑆 .add(𝑟𝑖 ) ⊲ Add 𝑟𝑖 to summary 𝑆
20: 𝑐𝑜𝑢𝑛𝑡++
21: if 𝑐𝑜𝑢𝑛𝑡 == 𝑘 then ⊲ 𝑘 is desired summary length
22: break;
23: end if
24: end if
25: end for

5.3 Evaluation
To evaluate our proposed algorithm, we summarize a test dataset of
reviews collected from a new set of apps sampled from our three ap-
plication domains. Using a separate test dataset can help to validate
our assumptions regarding the generalizability of our approach
over each domain. Our test dataset includes 11,145 low star-rating
user reviews collected from six apps following the inclusion/ex-
clusion criteria described in Section 3. These apps are the mental
health apps eMoods and Happify, the investing apps Wealthfront
and Stockpile, and the food delivery app goPuff and Delivery.com.
Table 4 describes the apps in our test dataset.

Before generating the summaries, for each of the reviews in
our test dataset, English stop-words (e.g., the, in, will) are removed
based on the list of stop-words provided in NLTK [42]. The re-
maining words are then lemmatized. We also exclude reviews that
contain less than five words. This step is necessary in order to
capture more informative summaries [37]. Table 5 shows the top
summary reviews generated using Hybrid TF.IDF as well as our
seeded summarization algorithm for each domain. For page-limit
considerations, we only show the top five reviews. The table also
shows the score calculated for each review and the concern category
(quality requirement) raised in the review, if any [44].

The results show that the majority of summaries generated by
Hybrid TF.IDF contains valid user concerns. However, none of these
concerns are privacy-related in any of the domains. Instead, the top
five spots in all three summaries are hijacked by the most dominant

Table 4: The test dataset used in our analysis.

Domain App Avg. Rating # of Reviews (1-2 star)

Investing Wealthfront 4.8 4,437 (320)
Stockpile 4.7 4,412 (999)

Mental Health eMoods 4.8 1,774 (75)
Happify 4.5 2,393 (783)

Food Delivery goPuff 4.5 44,397 (8,145)
Delivery.com 4.8 2,661 (823)

Total 60,074 (11,145)

concerns in each domain, such as the app being inaccessible due to
high fees or being unavailable to conduct a transaction. We further
notice that there is a high level of redundancy in these summaries,
even though a relatively low cosine similarity threshold of 0.2 was
used. For instance, the summaries generated for the mental health,
investing, and food delivery domains mainly expressed concerns
regarding the apps being too expensive, untrustworthy, or having
bad customer service respectively.

A deeper look into the data reveals that the generated Hybrid
TF.IDF summary reviews contain the most important words in
the corpus (based on their Hybrid TF.IDF score). Table 6 shows
the top 10 words with the highest Hybrid TF.IDF scores in each
application domain. These words appear in the summary reviews
in each domain. For example, the summary reviews for the food
delivery domain contain the words “delivery”, “time” and “service”,
which are the most important in this domain according to their
Hybrid TF.IDF. In general, none of the domain-specific privacy-
related keywords (see Table 2) are among the top 100 words in our
corpora of user reviews. In fact, according to Hybrid TF.IDF, the
keyword privacy is ranked 863, 2045, and 2004 in the mental health,
investing, and food delivery domains, respectively.

Table 5 also shows that our proposed seeded summarization
approach managed to overcome Hybrid TF.IDF’s limitations in all
application domains. By adjusting the importance of the privacy-
related keywords, we raised the probability of the privacy-related
reviews being included in the summary. The table shows that preci-
sion of 80%-100% can be achieved in all domains at 5-review length
summaries. We further notice that our generated summary reviews
experience less redundancy than the summaries generated by Hy-
brid TF.IDF. For example, in the mental health domain, four out
of the top five reviews raise privacy concerns about apps collect-
ing personal information, demanding access to social media, and
sharing user information with third-party entities. In the food de-
livery domain, the summary reviews raise concerns about apps
collecting personal information (zip code), demanding access to
phone contacts, and selling user information to third parties. In
general, the low redundancy (higher coverage) in the summaries
can be attributed to the fact that word embeddings are used to
calculate the pairwise semantic similarity between reviews rather
than relying on the textual similarity of their words. This helps
to overcome the vocabulary mismatch problem affecting Hybrid
TF.IDF. For example, the review “I don’t care how vetted this app is,
no way are you getting my social and bank credentials” is excluded
from the summary of investing apps due to having high GloVe sim-
ilarity with the summary review “I’m worried because it has my SSN
and bank login”. Our analysis shows that a GloVe similarity score
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Table 5: The top five reviews generated by Hybrid TF.IDF and our seeded summarization algorithm for all domains along with
the average Hybrid.TF.IDF scores of each review and the quality concern expressed in the review.

Domain Method Top five reviews Score Concern

M
en
ta
lH

ea
lth

H
yb

rid
TF

.ID
F

“The app crashes every time I try to open it. This is not making me happy.” 0.013 reliability
“Absolutely not worth it unless you want to pay almost 300$ a year, don’t waste your time.” 0.012 accessibility
“Make it a one time purchase, not a subscription.would get 5 stars if I could have paid 4.99 for the app once not every
month.”

0.013 accessibility

“The free activities are childishly simple and have nothing to do with actually creating a good mood, or anything other
than taking up your time.”

0.010 accessibility

“Hasn’t anyone ever heard the saying "money can’t buy happiness"?” 0.008 accessibility

H
yb

rid
TF

.ID
F

+
G
lo
Ve

“As soon as an app forces me to SIGN UP with Facebook (I gave up Facebook long ago and would never go back) or give
my email... it’s over, I am not giving out any personal info.”

0.17 privacy

“One more paid app, that doesn’t say clearly it is paid until collect your personal info” 0.17 privacy
“Signups with email doesn’t recognize my valid email as correct.” 0.16 reliability
“You shouldn’t need access to any info on my phone that affects my security.” 0.11 privacy
“Patient, doctor confidentiality breeched. Your private chat is accessed by 3rd party without your permission.” 0.009 privacy

In
ve
st
in
g

H
yb

rid
TF

.ID
F “If your looking to get your money taken this is a good app to start with.” 0.010 fraud

“This app doesn’t let you sell until the end of the day so by that time price can go way down do not use this app” 0.010 usability
“Would have wanted to rate it higher but i cant even use the app because i cant even use my email saying that there
already is an account.”

0.009 reliability

“Awful. High fees. Takes over 24 hours to trade every time” 0.008 usability
“They locked my account. It says that it takes form 3 to 5 business days but it being 9” 0.008 usability

H
yb

rid
TF

.ID
F

+
G
lo
Ve

“app is glitchy & does not connect with bank properly. now I’m worried because it has my SSN and bank login info. would
not recommend. Google doesn’t seem to vet any of these apps!”

0.33 privacy

“I can receive money from my bank but I cant send money to my bank” 0.29 usability
“Like the app but it was constantly using my camera. There’s no good reason for a stock trading app to use my camera
especially when I’m not using it”

0.23 privacy

“Let me link my bank account MANUALLY using routing/account numbers. I don’t want to give you MY BANK ID AND
PASSWORD. ”

0.17 privacy

“DONT USE THIS APP ITS A SCAM!! They SOLD my info and my social security number!!! ” 0.17 privacy

Fo
od

D
el
iv
er
y

H
yb

rid
TF

.ID
F “ Ordered then got a call that they don’t deliver to my area, after being told by the app that they did.” 0.016 accessibility

“Cant get ahold of customer service, never got my delivery but was still charged. ” 0.016 usability
“Used to be great when it only took 20 to 30 minutes, but now every order takes one to two hours. ” 0.014 usability
“ Makes you sign up before you find out they’re not in your area. Waste of time” 0.012 accessibility
“they made me wait one hour and i called and they told me i would ha e to wait another hour thats dumb hpnestly its
happened twice already”

0.012 usability

H
yb

rid
TF

.ID
F

+
G
lo
Ve

“not in my area, wish you asked for the zip first before i gave you all my info” 0.29 privacy
“Why do you need to download my contacts from email and my phone? Permissions are sketchy.” 0.25 privacy
“ They sell screen recordings of customers to third partys” 0.17 privacy
“This app wants too much personal information, unrelated to its purpose. Be aware. ” 0.14 privacy
“Ever time I go 2 update my acct info it crashes!! Has never worked” 0.14 reliability

Table 6: The top 10 words with the highest Hybrid TF.IDF in
each of our application domains.

Domain Top 10 words
Mental Health pay, free, get, use, try, subscription, money, want, time, trial
Investing stock, market, money, buy, use, trade, get, make, fund, hedge
Food Delivery service, get, delivery, time, food, use, customer, driver, bad, cancel

in the range [0.4 - 0.6] can achieve a balance between minimizing
the redundancy of generated summaries and excluding important
concerns.

To evaluate the performance of our seeded summarization ap-
proach at different length summaries, we generate summaries of
lengths 5, 10, and 15 reviews for each set of reviews sampled from
each of our domains. We assess the performance using two mea-
sures, precision and redundancy. Precision is calculated as the per-
centage of reviews in the summary that are privacy related, while

redundancy is the percentage of reviews that raise privacy con-
cerns already raised in other reviews in the summary. In an ideal
scenario, the precision should always hover around 100% while
redundancy should be kept to the minimum (depending on the
number of privacy concerns in the reviews). However, in reality,
with more reviews included in the summary, we should see a drop
in the precision and an increase in the redundancy, but with an
increase in the recall, or the number of privacy concerns recovered.

The results of our analysis are shown in Fig. 3. A summary of size
10 seems to achieve a balance between precision and redundancy. At
10 reviews, we are able to maintain a relatively high precision while
keeping the redundancy under control. For example, increasing the
summary length from 5 to 10 in the mental health domain generates
5 more privacy-related reviews among which three are redundant.
However, the review “Really difficult to delete an account, a complete
violation of privacy” reveals a new privacy concern (right to delete)
that is not captured in the summary of size 5. Our analysis shows
that setting the summary length to more than 10 can lead to a
sizable drop in precision and a spike in redundancy.
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Figure 3: The performance of our summarization algorithm
at different summary lengths as measured by precision and
redundancy.

In general, our results indicate that most domains have between
4 - 6 unique privacy concerns. To confirm this observation, we
generate the top 50 summary reviews for each application domain.
Following a systematic coding process similar to the process de-
scribed in Sec. 4.1, we categorize the different types of privacy
concerns present in these reviews. The main question to answer is:
what types of privacy concerns are raised in this review? The results
are shown in Table 7. Among the generated review summaries,
around 28% are not privacy-related. In the mental health domain,
the mandatory request for Facebook credentials or email addresses
is the most dominant concern. In the investing domain, the domi-
nant concern is related to apps requesting access to users’ cameras
and microphones. In the food delivery domain, 22% of generated
review summaries are raising concerns about the unnecessary data
collection practices of apps. In general, 4-5 unique privacy concerns
are detected in each domain.

6 DISCUSSION AND IMPACT
Static code analysis of large datasets of apps in the mobile app
market has revealed that the majority of apps do not comply with
the privacy claims in their privacy policies [7, 20, 71]. Apps use
intrusive data collection strategies to harvest more information
than they need. Such information is frequently exploited to build
addictive or habit-forming apps or even shared with third-party
ad agencies [5]. Recent research efforts have been focused on an-
alyzing the privacy practices of mobile apps. The objective is to
inform mobile app users about the potential misuse of their per-
sonal data [71]. However, less effort has been made to keep app
developers up-to-date with their end-users privacy concerns. This
can be mainly attributed to the fact that such concerns are typi-
cally buried within more common types of usability, reliability, or
accessibility concerns.

In this paper, we propose a novel approach for extracting privacy
concerns from mobile app user reviews. Our analysis is conducted
using a large dataset of app reviews collected from multiple appli-
cation domains. Our first observation is that, due to their sparsity,

privacy concerns can be easily missed. Our results also show that
relying on generic keywords, such as privacy or security, often
leads to omission problems, where a large majority of domain-
specific concerns are not correctly identified. Therefore, domain
knowledge should be used to guide automated algorithms toward
privacy-specific issues. Our work in this paper shows that privacy
indicator keywords in an application domain can provide such
knowledge. The idea of using keywords, or linguistic seeds, has
long been used in text processing to address the label scarcity bot-
tleneck [49, 67]. Seeds that are derived from domain knowledge
can guide text classification and topic modeling algorithms towards
critical, but under-represented themes in the data.

In terms of expected manual effort, an argument could be made
about the first phase of our analysis, where privacy-indicator key-
words have to be extracted manually. However, our results show
that using only statistically representative samples of reviews is
enough to extract the most important keywords, where most key-
words should be detected after only a few rounds of manual inspec-
tion. Therefore, the expected manual effort can be less significant
than manually labeling an entire dataset of reviews for supervised
classification tasks.

Based on our findings, we can conclude with a large degree
of confidence that leveraging domain knowledge in text summa-
rization can help to produce more concise and more descriptive
summaries of privacy concerns in mobile app reviews. Summa-
rization techniques have the advantage of being unsupervised; no
large datasets of ground-truth data need to be labeled based on
pre-defined labels (e.g., SUR-Miner [23] and MARS [27]). Generated
summaries can also be more easily interpretable than the results
often generated by standard text classification methods, where clas-
sified reviews need to be individually vetted to extract the most
common privacy complaints present in the reviews. Instead, summa-
rization algorithms only produce a small number of representative
reviews that encompass the main themes in the reviews.

Summarization techniques can also have an advantage over un-
supervised topic modeling techniques, such as LDA. To support
this claim, we examine the performance of LDA in capturing pri-
vacy concerns in our test dataset of reviews [51, 53, 68]. We first
apply text processing to enhance the quality of generated topics. In
particular, we remove non-ASCII characters and URLs and exclude
English stop-words. Lemmatization is applied to the resulting list
of words. LDA hyper-parameter 𝛼 is set to be automatically learned
from the corpus and 𝛽 is set to 1/(number of topics). To ensure the
stability of generated topics, the number of iterations (burnout) for
the sampling process is set to 1000 [21]. To determine the number of
topics, we rely on Gensim’s coherence score. Topic coherence pro-
vides an objective measure to judge how good a given topic model
is. Our analysis shows that, at around 5-8 topics, LDA generates
the most cohesive topics for our dataset.

The most probable five topics generated by LDA for each domain
are shown in Table 8; none of the generated topics seems to encom-
pass any coherent theme related to privacy. For instance, the third
topic generated for the investing apps includes privacy-related key-
words such as “card” and “info”. However, the topic also includes
other irrelevant terms such as “stock” and “time”, which commonly
appear in reviews related to the availability of the service at a spe-
cific time frame. In general, most generated topics point toward
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Table 7: The most common privacy concerns raised in the generated summaries (length of 50 reviews) for each of our subject
application domain.

Dataset Concern Occurrence

Mental Health

Requesting email/Facebook data 30%
Asking for sensitive information before the free trial 20%
Collecting patient information (health info, job history, lastname) 16%
Requesting unnecessary permissions (location, device data) 12%
Sharing and selling users’ data 8%
Other 12%
Not privacy-related 24%

Investing

Requesting access to camera and microphone 26%
Collecting identification information (SSN, birthdate, driver’s license) 24%
Collecting Financial information (bank statements, income, tax info, login info) 22%
Other 10%
Not privacy-related 30%

Food Delivery

Asking for personal information before trial use 22%
Requesting unnecessary permissions (microphone, camera, contacts) 20%
Asking for users’ credit card information 10%
Selling and sharing personal information to third parties 10%
Other 8%
Not privacy-related 32%

issues that have been detected by classical Hybrid TF.IDF, including
issues related to apps being expensive, such as the topic {get, time,
work, free, try, make, pay, money, version, one} generated for the set
of investing apps, or bad customer service, such as the topic {service,
order, customer, available, never, area, deliver, time, restaurant, item}
generated for the set of food delivery apps. These results can be
largely attributed to the sparsity of privacy reviews (topics) in the
data and their limited length [8, 28, 73]. Prior evidence has shown
that LDA does not perform well when the input documents are
short in length [8, 28, 73]. This leads LDA to downgrade topics re-
lated to privacy in favor of more prevalent topics, such as usability
or reliability.

In terms of impact, our work in this paper bridges an important
gap in mining mobile app users’ privacy concerns. Our expectation
is that such information can help app developers to adjust their
release engineering strategies to mitigate their end users’ privacy
concerns and sustain their trustworthiness [17, 22, 32, 55]. This
can be very critical for domains such as public health, where apps
typically demand access to more personal information than the
average app. For instance, health departments across the world
have been using virus-tracking mobile apps to track down Covid-
19 outbreaks. However, recent surveys have shown that a large
percentage of the world population abstained from installing these
apps due to privacy and mistrust concerns [4, 10]. Addressing these
concerns can enhance these apps’ adoption rates, thus contributing
to the world’s ongoing effort to fight the Covid-19 pandemic [66].

7 THREATS TO VALIDITY
The study presented in this paper has several limitations that could
potentially limit the validity of the results. The main threat to the
external validity of our study stems from the fact that only the
top apps from three application domains were considered in our
analysis. This could limit the generalizability of our results over
other apps, domains, or even less popular apps from these domains.
However, given their large user-bases, popular apps often receive

Table 8: The top five topics generated by LDA for the app
reviews in our test dataset.

Dataset Topics Most probable words

Mental
Health

Topic 1 get, time, work, free, try, make, pay, money, version, one
Topic 2 time, use, pay, free, even, like, mood, need, activity, month
Topic 3 pay, game, money, day, log, happiness, option, email, account, version
Topic 4 like, time, better, work, get, make, way, pay, subscription, feel
Topic 5 work, people, like, money, time, free, premium, help, great, happy

Investing

Topic 1 account, money, stock, even, fee, get, take, time, day, bank
Topic 2 stock, money, day, account, sell, bank, customer, market, trade
Topic 3 account, stock, time, money, buy, bank, card, log, back, sell
Topic 4 stock, trade, time, price, money, buy, fee, make, use, email
Topic 5 account, bank, get, service, email, money, customer, stock, use, still

Food
Delivery

Topic 1 use, order, work, time, even, get, like, service, address, screen
Topic 2 area, deliver, order, get, time, say, number, still, phone, email
Topic 3 service, order, customer, available, never, area, deliver, time
Topic 4 order, time, hour, deliver, never, minute, get, driver, service, food
Topic 5 deliver, order, price, item, get, like, time, driver, customer, food

significantly more feedback than less-popular apps [48]. Therefore,
privacy issues are more likely to manifest over these apps than
smaller ones. Furthermore, we evaluated our approach over an
unseen-before test dataset of apps. This has helped to enhance the
confidence in the external validity of our approach.

A potential threat to the internal validity of our study might
originate from the fact that, in the first phase of our analysis, do-
main experts were used to manually label privacy-related reviews
and privacy indicative keywords. To enhance the validity of this
process, a discussion session was held before running the labeling
sessions to make sure that all experts were clear on their assign-
ments and that all of their questions and concerns were addressed.
These sessions included labeling samples of reviews to test-run our
procedure. Furthermore, each expert only had to examine a statisti-
cally representative sample of reviews if the number of retrieved
reviews was more than 300. No time constraint was enforced to
minimize fatigue. Overall, these measures helped to preserve the
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integrity of the manually-labeled data; a small conflict rate of ∼ 5%
was detected between domain expert classifications.

Other internal validity threats might arise from the app review
sampling process. In particular, we only included low-rating re-
views in our analysis. This might have led to the exclusion of some
informative reviews from the data. However, as recent evidence has
shown, reviews expressing user concerns, and especially privacy
concerns, are often associated with low star-ratings [24, 36, 67].
Therefore, excluding high rating-reviews is highly unlikely to lead
to concern omission.

8 CONCLUSION
In this paper, we proposed a novel unsupervised summarization
approach for detecting privacy concerns in mobile app reviews. In
the first phase of our analysis, we used an iterative word generation
process to extract keywords indicative of privacy issues in three
different mobile app domains. Our analysis showed that users in
different application domains use different vocabulary to express
their privacy concerns. This vocabulary is mainly related to the
features of the app and its operational characteristics. In the second
phase of our analysis, extracted keywords were used as seeds to
help Hybrid TF.IDF, a generic text summarization technique, ex-
tract privacy-related reviews. Our evaluation showed that seeding
Hybrid TF.IDF with domain-specific keywords helped to generate
privacy-focused summaries. The results also showed that using
word embeddings to calculate the semantic similarity between ex-
tracted summary reviews reduced the redundancy of generated
summaries for each application domain. Our proposed approach is
intended to help mobile app developers working in agile teams to
quickly and accurately identify the most pressing privacy issues in
their domain of operation, and ultimately, propose design solutions
to mitigate these issues and enhance their chances of survival. A
replication package is submitted to enable independent replications
of our study1.

The work presented in this paper will be extended along three
main directions. First, we will continue to evaluate the proposed ap-
proach against other existing approaches and over other application
domains. Our objective is to generate catalogs of comprehensive tax-
onomies and even NLP patterns that are indicative of privacy issues
in the mobile app market [18]. Second, the generated taxonomies
will be used to systematically tune different text summarization,
modeling, and classification techniques and identify near optimal
configurations (e.g., summary length, similarity thresholds, etc.)
to calibrate these techniques. Third, working prototypes will be
developed to assess, through longitudinal studies, the usability and
long-term practical significance of our approach. Ultimately, our
objective is to help app developers understand how their end-users
perceive their app’s privacy practices and how these practices can
impact their ratings and retention rates [17].
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